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Interconnect Your Future
Mellanox

TECHNOLOGIES

Paving the Road to Exascale
Connect. Accelerate. Qutperform.”



Exponential Data Growth I The Need for Intelligent and Faster Interconnect M

Mellanox

CPU-Centric (Onload) Data-Centric (Offload)

In-Network Computing

Must Wait for the Data Process Data as it Moves!
Creates Performance Bottlenecks

Faster Data Speeds and In-Network Computing Enable Higher Performance and Scale
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Data Centric Architecture to Overcome Latency Bottlenecks PiviN

Mellanox
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CPU-Centric (Onload) Data-Centric (Offload)

Network

HPC / Machine Learning
Communications Latencies of 3-4us

HPC / Machine Learning
Communications Latencies of 30-40us

Intelligent Interconnect Paves the Road to Exascale Performance
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In-Network Computing to Enable Data-Centric Data Center

Mellanox

SHARP
SHIELD

RDMA
CORE-Direct

Tag-Matching

In-Network Memory Quaﬂtum ’
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Security

Programmable
(ARM)

Programmable
(FPGA)

BlueField

In-Network Computing Key for Highest Return on Investment
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Highest-Performance 100/200Gb/s Interconnect Solutions
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200Gb/s Adapter, 0.6us latency
200 million messages per second
(10/25/40/50/56/100/200Gh/s)

Quantum:+*

test switch, became

40 HDR (200GDb/s) InfiniBand Ports
80 HDR100 InfiniBand Ports
Throughput of 16Tb/s, <90ns Latency

Spectrumr

32 100GbE Ports, 64 25/50GbE Ports
(10/25/40/50/100GbE)
Throughput of 3.2Tb/s

Transceivers
Active Optical and Copper Cables LRI =

(10/25/740/50/56 /100 /200Gh/s)

MPI, SHMEM/PGAS, UPC ’ &

For Commercial and Open Source Applications
Leverages Hardware Accelerations
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Quantum 200G HDR InfiniBand Smart Switch M
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